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CONSPECTUS: Organic glasses containing chromophores with
large first hyperpolarizabilities (β) are promising for compact, high-
bandwidth, and energy-efficient electro-optic devices. Systematic
optimization of device performance requires development of
materials with high acentric order and enhanced hyperpolarizability
at operating wavelengths. One essential component of the design
process is the accurate calculation of optical transition frequencies
and hyperpolarizability. These properties can be computed with a
wide range of electronic structure methods implemented within commercial and open-source software packages. A wide variety
of methods, especially hybrid density-functional theory (DFT) variants have been used for this purpose. However, in order to
provide predictions useful to chromophore designers, a method must be able to consistently predict the relative ordering of
standard and novel materials. Moreover, it is important to distinguish between the resonant and nonresonant contribution to the
hyperpolarizabiliy and be able to estimate the trade-off between improved β and unwanted absorbance (optical loss) at the target
device’s operating wavelength.
Therefore, we have surveyed a large variety of common methods for computing the properties of modern high-performance
chromophores and compared these results with prior experimental hyper-Rayleigh scattering (HRS) and absorbance data. We
focused on hybrid DFT methods, supplemented by more computationally intensive Møller−Plesset (MP2) calculations, to
determine the relative accuracy of these methods. Our work compares computed hyperpolarizabilities in chloroform relative to
standard chromophore EZ-FTC against HRS data versus the same reference.
We categorized DFT methods used by the amount of Hartree−Fock (HF) exchange energy incorporated into each functional.
Our results suggest that the relationship between percentage of long-range HF exchange and both βHRS and λmax is nearly linear,
decreasing as the fraction of long-range HF exchange increases. Mild hybrid DFT methods are satisfactory for prediction of λmax.
However, mild hybrid methods provided qualitatively incorrect predictions of the relative hyperpolarizabilities of three high-
performance chromophores. DFT methods with approximately 50% HF exchange, and especially the Truhlar M062X functional,
provide superior predictions of relative βHRS values but poorer predictions of λmax. The observed trends for these functionals, as
well as range-separated hybrids, are similar to MP2, though predicting smaller absolute magnitudes for βHRS.
Frequency dependence for βHRS can be calculated using time-dependent DFT and HF methods. However, calculation quality is
sensitive not only to a method’s ability to predict static hyperpolarizability but also to its prediction of optical resonances. Due to
the apparent trade-off in accuracy of prediction of these two properties and the need to use static finite-field methods for MP2
and higher-level hyperpolarizability calculations in most codes, we suggest that composite methods could greatly improve the
accuracy of calculations of β and λmax.

■ INTRODUCTION

Systematic improvement of electro-optic performance through
theory-aided design requires accurate calculation of both linear
and nonlinear optical properties of candidate chromophores.1−3

Such calculations are important for presynthesis screening,4 to
provide insight on whether a difficult synthesis may be worth
pursuing, and for assisting in deconvoluting the effects of
molecular nonlinearity (as quantified by the first hyper-
polarizability, β) versus ordering in contributing to the electro-
optic (EO) behavior of a material.5 Performance of an EO
material is typically quantified by the electro-optic coefficient1
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where g(ω,ε) is the product of frequency and dielectric-
dependent local field factors, ρN is the number density of the
chromophores, βzzz(−ω,0,ω) is the component of the molecular
first hyperpolarizability along the dipole moment (defined as the
z-axis in the frame of the molecule) for interacting low-frequency
and optical fields, and ⟨cos3 θ⟩ is the bulk acentric order
parameter. Development of improved EO materials requires
optimization of both the molecular hyperpolarizability and the
bulk acentric order,6 and the wide variation in order parameters2

requires measurement or simulation of the hyperpolarizabilities
of chromophores in isolation. Accurate simulations are
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particularly crucial because the Pockels effect hyperpolarizability
βzzz(−ω,0,ω) cannot be directly measured.
Second-harmonic hyperpolarizability β(−2ω,ω,ω) can be

measured in solution using hyper-Rayleigh scattering7 (HRS)
or electric-field induced second harmonic generation8

(EFISHG). Because the latter technique requires accurate
measurements of dipole moments to extract β from measure-
ments, we will focus our comparison on HRS data.
HRS, developed by Clays et al.,7 measures the intensity of

incoherent emission of frequency-doubled light
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in response to an intense laser pulse of intensity I0; the constant
of proportionality depends on the experimental geometry and
dielectric environment (local field factors). The constant of
proportionality can be eliminated bymeasuring the signal relative
to a standard material. Because HRS measurements are
conducted in isotropic media, they measure a rotationally
averaged hyperpolarizability βHRS.

9,10 In the case of a linear
charge transfer chromophore, the HRS average is approximately
related to the tensor component along the dipole axis as
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6
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Because the Pockels and second-harmonic hyperpolarizities have
different frequency dependence, the frequency dispersion must
still be adjusted using the two-level model5,8
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where ω is the frequency of the light field and ωmax is the
frequency of the lowest charge-transfer excitation of the
chromophore. However, the two-level model is an incomplete
description of the frequency dependence of hyperpolarizability
due to contributions from other electronic states.1,11

In contrast with experimental techniques such as HRS,
calculations using coupled-perturbed Hartree−Fock12,13
(CPHF), real-time time-dependent density functional theory,14

(RT-TDDFT), sum-over-states15 (SOS), or coupled-cluster
response theory16,17 can directly obtain the entire hyper-
polarizability tensor for applied fields of arbitrary frequency
within arbitrary dielectric environments. Static hyperpolariz-
abilities can also be obtained using finite-field (FF) techniques in
combination with many different electronic structure methods.3

Previous computational studies have provided significant insight
into general trends in chromophore hyperpolarizabilities,3,15

relative hyperpolarizabilities of common chromophores versus
experimental standards,18 frequency dispersion of high-perform-
ance chromophores,14 hyperpolarizabilities of small solvent
molecules,19,20 and solvent dependence of hyperpolarizabil-
ity,11,21 as well as hyperpolarizability ratios in nonlinear optical
switches.22 However, quantitative comparison of calculated
absolute hyperpolarizabilities remains difficult due to the variety
of approximations and calibration standards used in the
literature.23

One significant challenge is reliably and efficiently predicting
the relative hyperpolarizabilities of modern, high-performance
chromophores. These often have molecular weights on the order
of 600−1200 amu. For reasons of computational efficiency,
routine electronic structure calculations on chromophores of this
size are typically conducted using density-functional theory2,24,25

(DFT) or semiempirical Hartree−Fock (HF) based methods
such as INDO15,26 due to their favorable scaling with number of
basis functions. Higher-order methods such as coupled-cluster
theory have been used for reference calculations on a variety of
systems such as p-nitroaniline19 and other prototypical push−
pull systems.27 Second-order Møller−Plesset perturbation
theory (MP2) has been reported to give reasonable estimates
of hyperpolarizabilities at lower costs than coupled-cluster
theory,28 typically recovering most of the correlation energy in
calculations on small molecules.10 MP2 and methods of similar
computational intensity such as CC229 are now tractable on
modest hardware but consume far more computing resources
than DFT, limiting utility for routine screening of large numbers
of chromophores. Both DFT and semiempirical methods are
parametrization-dependent, and some DFT methods such as the
commonly used B3LYP30,31 functional are insensitive to changes
in chromophore structure that produce large differences in
experimentally determined hyperpolarizability and EO activity.
While a wide variety of electronic structure methods can be used
to predict large-scale trends in hyperpolarizability,3 predicting
differences between chromophores of similar structure requires
careful selection of a calculation method and metric for
comparison.
A related issue is the prediction of excitation energies, which

are critical for both understanding frequency dispersion of
hyperpolarizability5 and optical loss in device applications.32 As
with hyperpolarizabilities, excitation energies can be evaluated
using a wide variety of methods,33,34 ranging from configuration
interaction singles (CIS) and TD-HF/TD-DFT to correlated
methods such as CIS(D), CC2, and EOM-CCSD. For larger
organic chromophores, TD-DFT using common hybrid func-
tionals such as PBE035 and B3LYP often performs very well.32,36

However, for a method to be suitable for predicting frequency-
dependent hyperpolarizabilities, it must provide a reasonable
prediction not only of electronic excitations but also of the static
hyperpolarizability.
Finally, calculation methods used in surveying chromophore

hyperpolarizabilities would optimally have minimal dependence
on empirical parametrization. Many of the DFT methods
currently in use for molecular systems are so-called hybrid
functionals,31,37,38 which replace a portion of the local spin
density (LSDA) or generalized-gradient approximation (GGA)
exchange energy with nonlocal Hartree−Fock (HF) exchange.
This is done in order to cancel out the tendency for DFT to be
insensitive to longer-range interaction between orbitals due to
self-interaction error,33,39 while partially correcting for Hartree−
Fock’s neglect of electron correlation through incorporation of
LSDA/GGA correlation. In common formulations such as
B3LYP and PBE0 (mild hybrids), the amount of Hartree−Fock
exchange used is on the order of 25% or less. While this partially
mitigates errors in (de)localization of electron density, mild
hybrid functionals still provide an incorrect estimate of long-
range Coulomb interactions and have difficulty in predicting
energies of charge-transfer states,39 including sometimes
predicting spurious low-lying states.39−41 Hybrids with larger
quantities of HF exchange improve screening42 of electron
density over long distances and reduces spurious charge
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separation in long conjugated systems.43 However, increasing the
fraction of HF exchange significantly blue shifts electronic
excitations.40 Range-separated functionals such as LC-BLYP44

and CAM-B3LYP,45 in which the amount of HF exchange
smoothly varies from a small value at short distance to a larger
value at long distance, have resulted in improved treatment of
charge transfer states,33,45 and properties of polymethineimine
chains.46 These methods blue shift absolute excitation energies in
a similar manner to high-HF functionals. These functionals also
introduce one or more additional parameters controlling the
transition between local and HF exchange; optimization of these
parameters is currently an active field of research.47−49 Other
methods have been used to mitigate the overlocalization in
typical DFT methods, such as invocation of higher derivatives of
the local density50,51 (meta-GGA), adding MP2 correlation to
the functional,52 or extensive empirical parametrization (dozens
of adjustable parameters), as used in the Minnesota functionals
developed by the Truhlar group.53,54

■ MODEL SYSTEM
A particularly striking example of the difficulty of accurately
predicting βHRS can be seen from the set of high-performance
chromophores examined11 by Bale et al.; the YLD-156 and CLD-
1 chromophores were determined byHRS to exhibit nearly twice
the hyperpolarizability of reference chromophore EZ-FTC.
Calculations at the B3LYP/6-31G(d) level, while sensitive to
the solvent dielectric environment, were insensitive to structural
differences. The structures of the three chromophores are shown
in Figure 1.

The following work evaluates the performance of eight hybrid
functionals for predicting hyperpolarizability and charge-transfer
excitations. Three wave function-based methods, Hartree−Fock,
the computationally inexpensive semiempirical PM6 method,
combined with electronic excitations calculated with the
ZINDO55,56 semiempirical method, and the more accurate but
expensive MP2 method, were used for comparison. Methods
used are shown in Table 1, along with the fraction of Hartree−

Fock exchange energy used in the functional at asymptotically
long and short distances.

Experimental excitation wavelengths and hyperpolarizability
ratios relative to EZ-FTC are shown in Table 2, along with the

two-level model resonance enhancement factor (TLF) for each
chromophore. Hyperpolarizabilities are reported as ratios; HRS
measurements are typically conducted relative to a standard
chromophore,6,18 such as EZ-FTC in this case11 or pure solvent.7

Functionals were compared using three metrics: relative static
hyperpolarizability, relative HRS hyperpolarizabilities at 1906
nm, and dominant (lowest charge transfer) excitation energies.
Static experimental hyperpolarizabilities were extrapolated with
the two-level model (eq 4). Relative hyperpolarizabilities (ratio
of the performance of a test chromophore versus a standard)
were chosen as a metric in order to more directly compare with
HRS measurements and based on the work of Suponitsky, Liao,
and Masunov, which found that a selection of four DFT
techniques had greater success at predicting relative values than
absolute magnitudes.18 The correlation between hyperpolariz-
ability and excitation energies versus the amount of Hartree−

Figure 1.Two-dimensional structures of the chromophores discussed in
this Account. Alkyl chains on the donor have been truncated to ethyl
groups for computational efficiency.

Table 1. Methods Used for Comparison of
Hyperpolarizabilities and Excitation Energies, Showing
Amounts of Short-Range (SR) and Long-Range (LR)
Hartree−Fock Exchange

% HF exchange

method type SR LR
range-separation

parameter (ω), au−1

B3LYP30,31 hybrid GGA 20 20 a
PBE035

(pbe1pbe)
hybrid GGA 25 25 a

BHandHLYP57 hybrid GGA 50 50 a
M062X58 hybrid meta-

GGA
54 54 a

CAM-B3LYP45 range-separated
GGA

19 65 0.33

LC-BLYP44 range-separated
GGA

0 100 0.47

ωB97X59 range-separated
GGA

15.8 100 0.30

M1160 range-separated
meta-GGA

43 100 0.25

Hartree−Fock ab initio wave
function

100 100 a

PM661 semiempirical
HF

100 100 a

ZINDO55 semiempirical
HF

100 100 a

MP2 post-HF wave
function

100 100 a

aNot applicable.

Table 2. Experimental Reference Data Used As Benchmarks
for Calculationsa

chromophore EZ-FTC CLD-1 YLD-156

λmax (nm) 676 691 753
TLF 2.30 2.42 3.15
Rel. βHRS (1907 nm) 1 (ref) 1.80 ± 0.08 2.14 ± 0.25
Rel. βHRS (0) 1 (ref) 1.71 ± 0.08 1.56 ± 0.18

aAll data were collected in chloroform and are from Bale et al.,11

except for the excitation wavelength of EZ-FTC, which is from
Firestone.62
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Fock exchange in each functional was also explored. Because the
three chromophores examined in this Account are particularly
sensitive to calculation method, observed trends should be useful
for a wide variety of push−pull chromophores.

■ ELECTRONIC STRUCTURE CALCULATIONS
All calculations were performed with commercially available
versions of Gaussian 0963 and used the 6-31+G(d) basis set,
which had previously been determined to provide reasonable
performance at low cost for larger ONLO chromophores.21 All
calculations were run in PCM chloroform. Calculations on PM6
geometries used the ZINDO method for electronic excitations
due to its high accuracy in this application.56

Hyperpolarizabilities were calculated by differentiation of total
electronic energy E with respect to an applied electric field F. By
the Hellman−Feynman theorem, the dipole moment, polar-
izability, and hyperpolarizabilities can be calculated by treating
the applied field as a weak perturbation to the Hamiltonian, such
that12,64
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which is equivalent to

μ α β= − − −E F E F FF FF F( ) ...i i ij i j ijk i j k0 (6)

These derivatives can be calculated with respect to either a
static or time-varying field and can be calculated numerically or
analytically.2,12 Single-determinant calculations used in this work
used CP-TDHF/CP-TDDFT analytic differentiation.12 MP2
calculations used numerical differentiation of analytic dipole
moments versus a finite field of ±0.001 au, which has previously
been found to be adequate for medium-sized chromophores.3

Hyperpolarizabilities were scaled to use the perturbation series
convention as shown in eq 6.

■ COMPARISON OF METHODS

Electronic Excitations

Absolute excitation energies were strongly method-dependent.
The mild hybrids (especially PBE0) were particularly accurate,
consistent with prior calculations on TCF-based chromo-
phores,32 as well as a variety of other small organic dyes36 and
conjugated polymers.65 Use of large fractions of HF exchange
resulted in an overestimate of the excitation energies, consistent
with the results of Dreuw and co-workers.42 Range-separated
functionals significantly overestimated excitation energies, with
LC-BLYP, ωB97X, and M11 generating errors on the order of
those from TDHF, which are typically large.33 This likely
indicates that the charge transfer distance is sufficiently long that
the short-range portion of the exchange functional plays a
relatively small role compared with the long-range (pure HF)
portion. This is consistent with results by Bred́as and co-workers
examining optimal range-separation parameters for different
conjugation lengths.66 Excitation energies were also compared
with the amount of long-range Hartree−Fock exchange in the
hybrid DFT methods used; results appear in Figure 2.
Excitation energies of all three chromophores were strongly

and linearly correlated (R2 > 0.93, p < 0.01) with long-range HF
exchange, consistent with results by Bred́as and co-workers.49

We did not observe a corresponding correlation for short-range
HF exchange. The ordering of excitation wavelengths remained
consistent between methods. Given that dependence on the

amount of HF exchange is far greater than the difference in
excitation energies between the chromophores, it is important
that calculations within a test set of molecules be compared only
with those calculated by the same method and that absolute
values of the excitation energies be treated with caution.
Hyperpolarizability

The relative hyperpolarizabilities of CLD-1 and YLD-156
compared with EZFTC were calculated in the static limit (see
Table 3) and at 1906 nm. Experimental HRS results used for
comparison were extrapolated to the static limit using the two-
level model (eq 4).

Rotationally averaged hyperpolarizabilities βHRS(−2ω,ω,ω)
are shown in Figure 3 at 1906 nm; the dotted red bands indicate
the range of experimental uncertainty in the ratio.
Here, the two mild hybrids indicate little difference in

hyperpolarizability among the three chromophores, as previously
reported both in chloroform11 and in vacuo.3 B3LYP incorrectly
predicts higher performance for EZ-FTC than for CLD-1.
Range-separated functionals perform well, especially ωB97X.
M062X also performs well, consistent with the results of Castet

Figure 2. First charge-transfer excitation energy of EZ-FTC and CLD-1
in chloroform as a function of long-range Hartree−Fock exchange in
hybrid DFT methods.

Table 3. Static Hyperpolarizability Ratios (βHRS(0)) versus
EZ-FTC

method
EZ-FTC (10−30

esu)
CLD-1/EZ-

FTC
YLD-156/EZ-

FTC

B3LYP 630 0.91 0.96
PBE0 569 1.02 1.07
BHandHLYP 362 1.23 1.30
M062X 389 1.33 1.34
CAM-B3LYP 357 1.32 1.35
LC-BLYP 135 1.30 1.41
ωB97X 181 1.41 1.44
M11 203 1.36 1.41
HF 79 1.22 1.42
PM6 143 1.05 1.29
MP2//B3LYP 751 1.51 1.42
MP2//M062X 428 1.39 1.50
experiment (TLM) a 1.71 ± 0.08 1.56 ± 0.18
aNot applicable.
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et al.22 and work by Liao and co-workers18 using the earlier
M052X functional.53 The MP2 method using the B3LYP
geometry was closest to experiment and consistent with MP2’s
relative accuracy compared with higher-order wave function-
based methods28,43,67 such as MP4. While limited literature is
available on calculation of hyperpolarizability using range-
separated functionals, CAM-B3LYP was found to perform well
for predicting hyperpolarizabilities of polyacetylenes,68 as well as
of exotic annulenes.69 In the latter case, the M052X and
BHandHLYP functionals also performed well. Range-separated
functionals were also found to closely track MP2 calculations for
substituted (E)-benzaldehyde phenylhydrazones.70 Calculations
for CLD-1 were on average closer to experiment than those for
YLD-156, reversing the trend seen in the static calculations
(Table 3); this is due to the substantially redder absorption
maximum of YLD-156, and correspondingly larger influence of
resonance enhancement at 1906 nm.
The relationship between βHRS and the amount of Hartree−

Fock exchange used in theDFT functionals was also analyzed in a
similar manner to that used for the dipole moment and excitation
energies. Calculated static hyperpolarizabilities for each
chromophore are shown in Figure 4. Once again, a strong linear
trend (R2 > 0.9, p < 0.01) is observed.
DFT results were also compared with several wave function-

based methods (see Table 3). HF and PM6 are qualitatively
similar to high-HF DFT methods, but with much lower
magnitude of the hyperpolarizability. MP2//M062X performs
similarly to M062X, and MP2//B3LYP provides the most
accurate relative values, with larger magnitudes closer to those
observed based on HRS and EO activity.11

■ OVERALL ACCURACY
Relative errors in the static hyperpolarizability ratio and in the
excitation energies of the chromophores were compared by
calculation type in order to determine the feasibility of using a
single method for both excitation and hyperpolarizability
calculations. Results are shown in Figure 5.
Errors in the absolute excitation energy and relative hyper-

polarizability trended in opposite directions because the amount
of Hartree−Fock exchange is varied; mild hybrids such as B3LYP
predict excitation energies well at the expense of predicting

relative hyperpolarizabilities, and range-separated hybrids predict

the hyperpolarizability ratio well at the expense of quantitative

excitation energies. Hybrids with nearly 50% HF exchange gave

intermediate results. Hartree−Fock itself did not perform well

for either metric, and PM6 severely underestimated the

hyperpolarizability ratio for CLD-1 but performed better for

YLD-156. Static hyperpolarizability calculations for most

methods were superior for YLD-156 (consistent with Bale et

al.11) compared with CLD-1, though dynamic hyperpolariz-

ability calculations were worse (see Figure 3). Accuracy was

further quantified using the length of the two-dimensional error

vector as a figure of merit

Figure 3. Comparison of hyperpolarizability ratios versus EZ-FTC at
1906 nm in chloroform. Experimental ratios and their standard
deviations are shown with solid and dashed lines, respectively.

Figure 4. βHRS(0) of EZ-FTC and CLD-1 in chloroform as a function of
long-range Hartree−Fock exchange in hybrid DFT methods.

Figure 5. Comparison of errors in the βHRS(0) ratios versus EZ-FTC
versus errors in the lowest charge-transfer excitation energy of CLD-1
and YLD-156. DFT methods are divided into three families. Wave
function-based methods are shown for comparison; MP2 methods are
represented as lines due to the absence of an excitation calculation. Each
point or line represents a single calculation on one chromophore.
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to provide an estimate of the total deviation from experiment.
Accuracies using this metric and its components are tabulated in
Table 4.

Despite not being the best performer for either property alone,
the M062X functional minimizes the combined error, with the
CAM-B3LYP functional being a close second. While the MP2
methods performed very well for hyperpolarizability, they did
not receive an overall rank due to difficulties in performing
CIS(D) calculations in solvent but should still be considered for
calculating ground-state properties. The ωB97X functional
performed very well for hyperpolarizabilities (nearly on par
with MP2) but not for excitations. B3LYP and HF ranked poorly
due to large errors in either λmax (HF) or relative hyper-
polarizability (B3LYP). The poor performance of HF for λmax is
worrisome for its use in resonance corrections10,18 for finite field
calculations at near-resonant wavelengths.
Based on these aggregate results, we recommend M062X and

CAM-B3LYP for routine calculations of off-resonance relative
hyperpolarizabilites of midsize chromophores. We do not
recommend Hartree−Fock or B3LYP; the latter produced
qualitatively inaccurate predictions of the ordering of the three
chromophores. We recommend PBE0 for electronic spectra
calculations on organic chromophores with the caveat that it may
not provide reliable information on hyperpolarizabilties.

■ CONCLUSION AND OUTLOOK
Based on both static and frequency-dependent calculations on
three high performance electro-optic chromophores, mild hybrid
functionals (<50% Hartree−Fock exchange) are inadequate for
reliably predicting trends in the relative hyperpolarizabilities of
chromophores with long bridges and strong acceptors (such as
TCF variants). Functionals with more than 50% Hartree−Fock
exchange, as well as those incorporating distance-dependent
Hartree−Fock exchange, exhibit superior performance for
hyperpolarizabilities at the expense of severely blue-shifted
excitation energies. However, the PBE0 functional performs well
for electronic excitation energies. The trade-off between accuracy

in calculating hyperpolarizabilities and excitation energies
complicates the calculation of the resonant contribution to the
hyperpolarizability, and the linear dependence of absolute
hyperpolarizability on Hartree−Fock exchange greatly compli-
cates predicting the absolute performance of chromophores
based on DFT calculations.
Because relative hyperpolarizabilities are much less sensitive to

the fraction of HF exchange above a certain threshold (∼50%),
they represent a more accessible metric for DFT calculations.
Estimates of absolute hyperpolarizabilities could then be
obtained by multiplying these ratios by experimental values or
results from high-level calculations on standard chromophores
(PNA, Disperse Red 1, EZ-FTC, etc.). Calculations at the MP2
level may be adequate for this purpose, but higher-level
calculations (e.g., CCSD or CC2) are recommended if possible.
None of the DFT methods examined provide an ideal

combination of low error in hyperpolarizability and in electronic
excitations, although M062X and CAM-B3LYP come closest.
Possible routes for improvement include tuning a range-
separated functional such as CAM-B3LYP specifically for
calculations on organic EO chromophores, as Autschbach and
co-workers have done for circular dichroism spectra,48 or using a
composite method (e.g., using B3LYP for geometry, CAM-
B3LYP for hyperpolarizability, and PBE0 for frequency depend-
ence). Alternately, faster, approximate MP2 methods could be
used to enable routine high-level calculations.
However, despite imperfect accuracy, modern functionals such

as M062X and CAM-B3LYP provide reasonable approximation
of the trends in hyperpolarizability and can provide insight on
trends in chromophore properties relevant to theory-aided
design. Further critical analysis of calculation methods would
require calibration against a larger set of chromophores than the
three explored here and highly accurate HRS data on the
reference chromophores or very high-level (e.g., CCSD)
calculations for verification.
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Table 4. Accuracy Ranking of DFT, HF, and MP2 Methods

method λmax rank βHRS(0) rank FOM FOM rank

B3LYP 2 12 0.468 9
PBE0 1 11 0.402 7
BHandHLYP 4 8 0.324 3
M062X 5 6 0.262 1
CAM-B3LYP 6 7 0.278 2
LC-BLYP 9 5 0.430 8
ωB97X 7 3 0.336 5
M11 8 4 0.327 6
HF 10 8 0.504 10
ZINDO//PM6 3 10 0.397 4
MP2//B3LYP a 1 a a
MP2//M062X a 2 a a

aNot applicable.
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